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 28.03.2017

APPLICATION PROJECT #1
In this project, you will implement a HMM-based part-of-speech tagger for Turkish. You will use the METU-Sabancı Turkish Dependency Treebank dataset that is available on the course web site. This is a sentence-based corpus and sentences are separated from each other by blank lines. An example sentence is as follows:

1
Sanal
sanal
Adj
Adj
_
2
MODIFIER
_
_

2
_
parçacık
Noun
Noun
A3pl|Pnon|Nom
3
DERIV
_
_

3
parçacıklarsa
_
Verb
Zero
Cond|A3sg
7
SUBJECT
_
_

4
bunların
bu
Pron
DemonsP
A3pl|Pnon|Gen
5
POSSESSOR
_
_

5
hiçbirini
hiçbiri
Pron
Pron
A3sg|P3sg|Acc
6
OBJECT
_
_

6
_
yap
Verb
Verb
_
7
DERIV
_
_

7
yapamazlar
_
Verb
Verb
Able|Neg|Aor|A3pl
8
SENTENCE
_
_

8
.
.
Punc
Punc
_
0
ROOT
_
_

This sentence has a length of six tokens, but it is shown as formed of eight tokens. This is due to the parsing of the sentence, which is outside the scope of this project. While extracting a sentence from the corpus, thus, you need to skip the lines for which the second column is marked with the _ character. What we need is the sentence (2nd column) and the POS (4th column) of each token in the sentence. For instance, we will extract the following corresponding to the sentence above:
Sanal
Adj

parçacıklarsa
Verb

bunların
Pron

hiçbirini
Pron

yapamazlar
Verb

.

Punc

First, extract the sentences in the corpus as explained. Divide the corpus into two parts (training data and test data) “randomly” such that 90% of the sentences will be in the training set and 10% will be in the test set. Train your model.
Then, for the sentences in the test set, generate the most likely POS tag sequence using the Viterbi algorithm. Calculate the success rate of your tagger in terms of the number of words correctly tagged. Also, calculate a sentence-based success rate, which is the ratio of the number of correctly tagged sentences (i.e. all the words in the sentence are tagged correctly) to the total number of sentences. In addition, compute the accuracy of each tag and produce a confusion matrix.
Prepare a design and implementation document which clearly explains the system. Follow the structure given in http://www.cmpe.boun.edu.tr/~gungort/informationstudents.htm - Programming Project Documentation. Explain the modules, the data structures used, the logic of the algorithms, etc. Show how the system learns the model parameters, the training phase, and the executions on the test data. The document will be an important part of the project. The suggested size of the document is about 10-15 pages. Submit the document and the source code (as an appendix within the document) on 10.05.2017 (both as hard-copy and via e-mail).

You will do a demonstration of the project between 15.05.2017 and 19.05.2017 (which is subject to change due to the date of the final exam of the course). We will arrange for each group a date and hour for the demo.

Notes:
· The project will be done by groups of two students.

· Each deadline indicated above must be followed. There will be a grade reduction for each in the case of being late.

· The program code must completely be written by you – including the training phase and the Viterbi algorithm.
· You can use any programming language you wish.
